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A Decade-Long European-Scale Convection-Resolving 
Climate Simulation on GPUs: Computation, Validation and 
Analyses
David Leutwyler (ETH Zurich, Switzerland)

Climate simulations using horizontal resolution of O(1km) allow to explicitly resolve deep con-
vection. Precipitation processes are then represented much closer to first principles and allow 
for an improved representation of the water cycle. Due to the large computational costs, climate 
simulations at such scales were restricted to rather small domains in the past. Here we present 
results from a decade-long convection-resolving climate simulation covering Europe using a 
computational mesh of 1,536x1,536x60 grid points. We use a COSMO-model prototype en-
abled for GPUs. The results illustrate how the approach allows representing the interactions 
between atmospheric circulations at scales ranging from 1,000 to 10 km. We discuss the per-
formance of the convection-resolving climate modelling approach and thereby specifically focus 
on the improved representation of summer convection on the continental scale. Furthermore 
we demonstrate the potential of online analyses of these simulations for assembling detailed 
climatologies of extratropical cyclones, fronts and propagating convective systems.

Co-Author(s): Stefan Rüdisühli (ETH Zurich, Switzerland); Nikolina Ban (ETH Zurich, Switzerland); Oli-
ver Fuhrer (MeteoSwiss, Switzerland); Daniel Lüthi (ETH Zurich, Switzerland); Michael Sprenger (ETH 
Zurich, Switzerland); Heini Wernli (ETH Zurich, Switzerland); Christoph Schär (ETH Zurich, Switzerland)

Exploring Novel Numerical Methods and Algorithms on 
Emerging Hardware
Gianmarco Mengaldo (ECMWF, UK)

The importance of adapting numerical methods and the underlying algorithms to the hardware 
where these algorithms will be used is becoming crucial in many areas, including weather and 
climate modelling, engineering, finance, life sciences, etc. This aspect is even more important 
when targeting large HPC systems and will become a key for successfully produce large-scale 
simulations on the next generation HPC platforms. The current work explores a strategy being 
developed as part of the Horizon2020 ESCAPE project that tries to address this issue within the 
context of Weather & Climate modelling. In particular, we identified some key building blocks 
(also referred to as dwarfs) of Weather & Climate models, we isolated them and we created re-
lated self-contained mini-applications. These mini-applications can be tested on different hard-
ware and re-adapted (eventually changing the underlying algorithms or changing the overall 
strategy) to achieve the best performance on different platforms.
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Refactoring and Virtualizing a Mesoscale Model for GPUs
Oliver Fuhrer (MeteoSwiss, Switzerland)

Our aim is to adopt the COSMO limited-area model to enable kilometer-scale resolution in 
climate simulation mode. As the resolution of climate simulations increases, storing the large 
amount of generated data becomes infeasible. To enable high-resolution models, we find a good 
compromise between the disk I/O costs and the need to access the output data for post-pro-
cessing and analysis. We propose a data-virtualization layer that re-runs simulations on demand 
and transparently manages the data for the analytics applications. To achieve this goal, we de-
veloped a bit-reproducible version of the dynamical core of the COSMO model that runs on dif-
ferent architectures (e.g., CPUs and GPUs). An ongoing project is working on the reproducibility 
of the full COSMO code. We will discuss the strategies adopted to develop the data virtualization 
layer, the challenges associated with the reproducibility of simulations performed on different 
hardware architectures and the first promising results of our project.

Co-Author(s): Andrea Arteaga (MeteoSwiss, Switzerland); Christophe Charpilloz (MeteoSwiss, Switzer-
land); Salvatore Di Girolamo (ETH Zurich, Switzerland); Torsten Hoefler (ETH Zurich, Switzerland)

Approaches to I/O Scalability Challenges in the ECMWF 
Forecasting System
Florian Rathgeber (ECMWF, UK)

As the resolution of the forecasts produced by ECMWF’s Integrated Forecast System (IFS) is 
refined, the amount of data involved continues its geometric growth. Current peak loads already 
require an otherwise oversized parallel storage filesystem (Lustre). The data volume is expected 
to grow 6-fold by 2020, to reach 120TB/day, concentrated in short 1 hour bursts. Moreover, this 
data requires post-processing to create the final forecast products sent to end-users, introduc-
ing a further I/O bottleneck. Realizing these challenges, ECMWF’s Scalability Programme aims 
to redesign the data workflow to minimize I/O in the time-critical path, whilst retaining resilience 
to failures. The authors are investigating multiple solutions to tackle issues of data locality, data 
volume and overall resilience. Solutions range from a novel NVRAM hardware co-design effort 
inside the EU funded NEXTGenIO project, to the use of distributed object storage technologies 
and a new dynamic worker-broker solution for managing the post-processing workload.

Co-Author(s): Tiago Quintino (ECMWF, UK); Baudouin Raoult (ECMWF, UK); Simon Smart (ECMWF, 
UK); Stephan Siemen (ECMWF, UK); Peter Bauer (ECMWF, UK)
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The Use of Inexact Hardware to Improve Weather and 
Climate Predictions
Peter D. Dueben (Oxford University, UK)

In weather and climate models values of relevant physical parameters are often uncertain by 
more than 100%. Still, numerical operations are typically calculated in double precision with 
15 significant decimal digits. If we reduce numerical precision, we can reduce power con-
sumption and increase computational performance significantly. If savings in computing power 
are reinvested, this will allow an increase in resolution in weather and climate models and an 
improvement of weather and climate predictions. I will discuss approaches to reduce numerical 
precision beyond single precision in HPC and in weather and climate modelling. I will present 
results that show that precision can be reduced significantly in atmosphere models and that 
potential savings are huge. Finally, I will discuss how to reduce precision in weather and climate 
models most efficiently and how rounding errors will impact on model dynamics and predicta-
bility. I will also outline implications for data assimilation and data storage.

Co-Author(s): Tim N. Palmer (Oxford University, UK)
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MS21

Materials Design by High-Throughput 
Ab Initio Computing
Organiser:  Nicola Marzari (EPFL, Switzerland)
Co-organiser(s): Gian-Marco Rignanese (Université Catholique de Louvain,
  Belgium)

Materials advances often drive technological innovation (faster computers, more efficient so-
lar cells, more compact energy storage). Experimental discovery of new materials suitable for 
specific applications is, however, a complex task, relying on high costs and time-consuming 
procedures of synthesis. Computational materials science is now powerful enough for predict-
ing many materials properties even before synthesizing those materials in the lab and appears 
as a cheap basis to orient experimental searches efficiently. Recent advances in computer 
speed and first-principles algorithms have led to the development of fast and robust codes, 
making it possible to do large numbers of calculations automatically. This is the burgeoning 
area of high-throughput first-principles computation. The concept though simple is very power-
ful. High-throughput calculations are used to create large databases containing the calculated 
properties of existing and hypothetical materials. These databases can then be intelligently 
interrogated, searching for materials with desired properties and so removing the guesswork 
from materials design. Various open-domain on-line repositories have appeared to make these 
databases available to everyone. Areas of applications include solar materials, topological in-
sulators, thermoelectrics, piezoelectrics, materials for catalysis, battery materials, etc. While it 
has reached a good level of maturity, the high-throughput first-principles approach still requires 
many improvements. Several important properties and classes of materials have not been dealt 
with yet, and further algorithm implementations, repositories and data-mining interfaces are 
necessary. This minisymposium will be devoted to the presentation of the most recent devel-
opments in this field. It will also provide an agora for some of the leading researchers to put 
forward the most recent achievements, to address the current challenges, and to discuss the 
most promising directions. The speakers will be selected to illustrate the many disciplines that 
are contributing to this effort, covering practical applications (e.g., magnetic materials, thermoe-
lectrics, transparent conductors, 2D materials), theoretical developments (e.g., novel functionals 
within Density Functional Theory, local basis representations for effective ab-initio tight-binding 
schemes), and technical aspects (e.g., high-throughput frameworks).

MS Minisymposia Materials



101

Descriptors that Work: Taming Complexity a Piece at a 
Time
Marco Fornari (Central Michigan University, USA)

First principles methodologies have grown in accuracy and applicability to the point where large 
databases can be built and analysed to predict novel compositions.The discovery process is 
rooted on the knowledge of descriptors: quantities that link selected microscopic features of the 
materials to macroscopic functional properties. To be useful, descriptors should be as simple 
as possible and, at the same time, reliable and transferable across chemical compositions and 
structural themes. Within the AFLOW consortium we have developed a simple frame to expand, 
validate, and mine data repositories: the MTFrame. Our minimalistic approach complement 
AFLOW and other existing high-throughput infrastructures and aims to integrate data gener-
ation with data analysis. I will present present examples from our work on novel materials for 
electromechanical energy conversion, thermoelectrics, and transparent conductors. My intent is 
to pinpoint the usefulness of our descriptors to guide the discovery process and quantitatively 
structuring the scientific intuition.

Novel Tools for Accelerated Materials Discovery: 
Breakthroughs and Challenges in the Mapping of the 
Materials Genome
Marco Buongiorno Nardelli (University of North Texas, USA)

The high-throughput computation of materials properties by ab initio methods has become the 
foundation of an effective approach to materials design, discovery and characterization. This 
approach to materials science currently presents the most promising path to the development 
of advanced technological materials that could solve or mitigate important social and economic 
challenges of the 21st century. Enhanced repositories such as AFLOWLIB open novel opportuni-
ties for structure discovery and optimisation, including uncovering of unsuspected compounds, 
metastable structures and correlations between various properties. However, the practical re-
alization of these opportunities depends on the design of efficient algorithms for electronic 
structure simulations of realistic material systems beyond the limitations of the current standard 
theories. In this talk, I will review recent progress in theoretical and computational tools, and in 
particular, discuss the development and validation of novel functionals within Density Functional 
Theory and of local basis representations for effective ab initio tight-binding schemes.
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High-Throughput Prediction of Novel Two-Dimensional 
Materials
Nicolas Mounet (EPFL, Switzerland)

As a crucial step towards the identification of novel and promising 2D materials, we provide 
here a large scale first-principles exploration and characterization of such compounds. From a 
combination of 480,000 structures harvested from the ICSD and COD databases, three-dimen-
sional crystals are screened systematically by checking the absence of chemical bonds between 
adjacent layers, identifying more than 6,000 layered systems. Then DFT calculations of the 
van der Waals interlayer bonding are performed with automatic workflows, while systematically 
assessing the metallic, insulating or magnetic character of the materials obtained. Following 
full atomic and cell relaxations, phonon dispersions are computed as a first step towards the 
assessment of thermodynamic properties. Thanks to the AiiDA materials’ informatics platform 
[1], and in particular its automatic workflow engine, database structure, sharing capabilities, 
and pipelines to/from crystallographic repositories, the systematic and reproducible calculation 
of these properties becomes straightforward, together with seamless accessibility and sharing. 
[1] http://aiida.net

Co-Author(s): Philippe Schwaller (EPFL, Switzerland); Andrea Cepellotti (EPFL, Switzerland); Andrius 
Merkys (EPFL, Switzerland); Ivano E. Castelli (EPFL, Switzerland); Marco Gibertini (EPFL, Switzerland); 
Giovanni Pizzi (EPFL, Switzerland); Nicola Marzari (EPFL, Switzerland)

Designing New Materials with the High-Throughput 
Toolkit
Rickard Armiento (Linköping University, Sweden)

I give a brief overview of our recently launched software framework for large-scale data-
base-driven high-throughput computation, with a few examples of recent applications. The 
High-throughput toolkit (httk) is a comprehensive open-source software library that enables 
preparation, execution, and analysis of ab initio simulations in high-throughput with a high 
level of automatization. The framework also comprises functionality for sharing cryptographi-
cally signed result sets with other researchers. This framework powers our online materials-ge-
nome-type repository of ab inito predicted materials properties at http://openmaterialsdb.se. 
Examples of recent use of httk are the generation of training data for a machine learning mod-
el used to predict formation energies of 2M Elpasolite (ABC2D6) crystals (arXiv:1508.05315 
[physics.chem-ph]) and to analyse phase stability of a class of materials based on substitutions 
into AlN. Current work in progress includes extending the toolkit for our ongoing research into 
the use of big data methods for materials design.
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The Long Way to the Discovery of New Magnets Made it 
Short
Mario Zic (Trinity College Dublin, Ireland)

Magnetic materials underpin many modern technologies, but their development is a long and 
often unpredictable process, and only about two dozen feature in mainstream applications. Here 
we describe a systematic pathway to the discovery of novel magnetic materials, presenting 
an unprecedented throughput and discovery speed. An extensive electronic structures library 
of Heusler alloys is filtered for those alloys displaying magnetic order and thermodynamical 
stability. A full stability analysis for intermetallic Heuslers made only of transition metals (36,540 
prototypes) results in 248 thermodynamically stable but only 20 magnetic. The magnetic order-
ing temperature, Tc, is then estimated by a regression calibrated on the experimental values of 
about 60 known compounds. As a final validation we have grown two new magnets: Co2MnTi, 
displays a remarkably high Tc in perfect agreement with the predictions, and Mn2PtPd is a 
complex antiferromagnet. Our work paves the way for large-scale high-speed design of novel 
magnetic materials.

Thursday,
June 9, 2016

15:40 – 16:00
Garden 1BC



104

MS22

N-Body Simulations Techniques
Organiser:  Walter Dehnen (Leicester University, UK)
Co-organiser(s): Joachim Stadel (University of Zurich, Switzerland)

Many astrophysical systems are modelled by N-body simulations, where the simulated particles 
either correspond directly to physical bodies (such as in studies of the Solar system and star 
cluster) or are representative of a much larger number of collisionlessly moving physical objects 
(such as in studies of galaxies and large-scale structure). N-body systems are Hamiltonian sys-
tems and simulating their long-term evolution is a difficult numerical challenge because of shot 
noise, errors of the approximated forces, and strong inhomogeneities of the systems in both 
space and time scales. This latter point is a major difficulty for the development of efficient and 
scalable algorithms for HPC architectures.

MS Minisymposia Physics, Computer Science & Mathematics
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N-Body Time Integration: Towards Time Reversability
Walter Dehnen (University of Leicester, UK)

Astrophysical N-body problems range from planetary system to galaxies and the whole uni-
verse. The dynamical times of individual particles in such systems vary by many orders of mag-
nitude. Therefore, N-body simulations employ individual adaptive time steps, which for reasons 
of efficiency are discretised and hierarchically organised (block-step). The N-body problem itself 
satisfies time-reversibility and it is therefore desirable that the simulation codes do too to avoid 
artificial dissipation. However, all current methods to adapt individual time steps with the block-
step fail to preserve time reversibility. I investigate the seriousness of this violation and discuss 
possible ways to alleviate the situation. It appears that it is impossible to adapt the time steps 
reversibly with block-step in an explicit and efficient way, but nearly time reversible methods, 
better than current practice, are possible.

A New Reverse Tree-Method for Self Gravity Calculation 
Applied to Fixed Grid FV Methods
Clement Surville (University of Zurich, Switzerland)

We present a new hybrid approach bringing the Tree algorithm for gravity calculation to the 
frame of fixed grid finite volume methods. The goal is to obtain a N log(N) complexity on cylindri-
cal or spherical coordinate systems. The main property of our method is to build an approximate 
tree of the gravity field rather than a tree of the mass distribution. The algorithm has also the 
property to produce the exact gravity at some position of space (largest nodes of the tree). Final-
ly, we show how fast and accurate the method could be on modern supercomputers.
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New Time Step Criterion in Gravitational N-Body Simula-
tions
Hasanuddin (University of Leicester, UK)

We present a new time step criterion for gravitational N-body simulations that is based on the 
norm of gradient tensor of the acceleration that is not gauge invariance in all circumstance and 
based on the orbital time of particle. We have tested this time step criterion in the simulation 
of single orbit with high eccentricity as well as N-Body problem using direct summation force 
calculation and a Plummer model as the initial condition. This time step criterion requires fewer 
force evaluation than other time step criteria.

Co-Author(s): Walter Dehnen (University of Leicester, UK)

GENGA: A GPU N-Body Code for Terrestrial Planet 
Formation
Simon Grimm (University of Zurich, Switzerland)

GENGA is a GPU N-body code, designed and optimised to simulate the process of terrestrial 
planet formation and long term evolution of (exo-) planetary systems. The use of the parallel 
computing power of GPUs allows GENGA to achieve a significant speedup compared to other 
N-body codes. The entire simulation is performed on the GPU, to avoid slow memory transfer. 
GENGA uses a hybrid symplectic integration scheme, which allows a very good energy conser-
vation level even in the presence of frequent close encounters and collisions between individual 
bodies. The code can be used with three different computational modes: The main mode can 
integrate up to 32,768 fully gravitational interacting planetesimals, the test particle mode can 
integrate up to 1 million massless bodies in the presence of some massive planets or proto-
planets. And the third mode allows the parallel integration of up to 100,000 samples of small 
exoplanetary systems with different parameters.
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Gevolution: A Cosmological N-Body Code Based on 
General Relativity
David Daverio (African Institute for Mathematical Sciences, South Africa)

Cosmological structure formation is a highly non-linear process that can only be studied with the 
help of numerical simulations. This process is mainly governed by gravity, which is the dominant 
force on large scales. A century after the formulation of general relativity, numerical codes for 
structure formation still use Newton’s law of gravitation. In my talk I will present results from the 
first simulations of cosmic structure formation using equations consistently derived from gen-
eral relativity. Our particle-mesh N-body code gevolution computes all six degrees of freedom 
of the metric and consistently solves the geodesic equation for particles, taking into account 
the relativistic potentials and the frame-dragging force. Thanks to this, we were able to study 
in detail for a standard ΛCDM cosmology the small relativistic effects that cannot be obtained 
within a purely Newtonian framework.

Co-Author(s): Martin Kunz (University of Geneva, Switzerland)

Towards a Multi Million GPU Cores for Exascale Astro-
physical High Order Direct N-Body Simulations
Peter Berczik (Heidelberg University, Germany)

We present the set of high accuracy direct N-body numerical simulations (up to N=6M particles) 
with the large scale different mass galaxy-galaxy collisions. We use our own developed high 
performance and high order (4th – 6th – 8th) parallel individual timestep Hermite direct N-body 
code (phi-GPU) with the maximum possible numerical resolution. For the simulation we use the 
largest astrophysical GPU clusters (including the TITAN GPU supercomputer in the US which 
holds second place in top 500 list). The code uses all the possible multi scale parallelizations 
(large scale MPI, local multi-thread CPU with OpenMP and local multi-thread GPU with CUDA). 
The central Black Holes (BH) are simulated as a special particles with the Post Newtonian force 
corrections (up to 1/c^7 terms) implemented for the BH versus BH interactions, which allow us 
follow the BH’s gravitational waves mergers up to the final seconds.
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MS23

Open Source Software (OSS) and High 
Performance Computing (HPC)
Organiser:  Filippo Broggini (ETH Zurich, Switzerland)
Co-organiser(s): Johan Robertsson (ETH Zurich, Switzerland)

Open Source Software (OSS) plays a fundamental role in research-driven projects and, for this 
reason, it cannot be neglected by academia and industry. OSS is radically transforming how 
software is being developed by various scientific communities and it is likely to be central to 
future research activities in many more fields. The process of development has to reach beyond 
organizational boundaries to unleash new potentials and open paths to new collaborations. OSS 
scientific applications are required to solve complex and data-intensive research problems. 
These applications range from smaller scale simulations developed on a desktop machine to 
large, parallel simulations of the physical world using High Performance Computing (HPC) sys-
tems. The minisymposium is focused on identifying specific aspects of Open Source Software 
for the development of scientific software that exploits High Performance Computing (HPC) 
architectures. This class of OSS applications includes software developed to perform, for ex-
ample, modelling of wave propagation in the Earth and real-time visualization of great volumes 
of data. This minisymposium will bring researchers from various environments together to ex-
change experience, findings, and ideas in the realm of Open Source Software. The speakers will 
demonstrate a practical working success related to OSS and HPC and present future directions 
for where we need to go.

MS Minisymposia Solid Earth Dynamics, Computer Science & Mathematics
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Open-Source Visualization Based on VTK: Application 
Case Studies
Jean M. Favre (ETH Zurich / CSCS, Switzerland)

HPC systems offer tremendous computing resources, often difficult to harness for Visualization 
applications. In fact, even though not often “massively” parallel, these applications can stress 
the system in numerous ways, while trying to execute in parallel on ALL subsystems (disk I/O, 
CPU, and GPU rendering). We will talk about VTK, an unarguably leading open-source Visual-
ization effort which has been able to spread very early to the HPC world, and how it is today, 
embracing all new forms of parallelism, and advanced computing and data analysis methods 
and rendering. Through two end-user applications, VisIt and ParaView, we will give examples 
of scientific visualizations, and talk about the impact of VTK’s latest release (its seventh major 
release) in the HPC world.

Data-Parallel Processing Using Madagascar Open-
Source Software Package
Sergey Fomel (University of Texas at Austin, USA)

Many data analysis tasks in geophysics are data-parallel: the same process is applied in parallel 
on different parts of the input dataset. The Madagascar open-source software package provides 
a number of general-purpose tools to simplify data-parallel processing. These tools allow the 
user to develop serial code and easily run it in a data-parallel fashion on a multicore computer 
or a computer cluster. Different tools take advantage of different modes of parallelization (mul-
ti-threading, shared memory with OpenMP, distributed memory with MPI, etc.). They employ 
Unix-style data encapsulation to wrap serial code using forks and pipes. I will describe the 
current collection of data-parallel tools and will show examples of their usage in solving geo-
physical data analysis problems. I will also make suggestions for further development inviting 
input from the open-source community.
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Salvus: A Flexible Open-Source Package for Full-Wave-
form Modelling and Inversion
Michael Afanasiev (ETH Zurich, Switzerland)

Within all domain-specific software projects, finding the correct balance between flexibility and 
performance is often difficult. In the seismic imaging community, the trend has been to move 
towards codes which are heavily optimised, but which often sacrifice usability and flexibility. 
Here we introduce Salvus: an open-source HPC high-order finite element (FE) package focused 
on full-waveform modelling and inversion, which is designed to be both flexible and performant. 
Salvus was constructed by following modern software design practices, testing protocols, and 
by establishing its foundations upon existing open-source high-level scientific libraries. The 
FE framework is generalized over spatial dimensions, time-integrators, polynomial order and 
wave-propagation physics, and provides support for both hexahedral and tetrahedral meshes. 
Additionally, support is included for various numerical optimisation methods. We discuss our us-
age of existing open-source scientific libraries, our choice level of abstraction, and quantitatively 
investigate the performance penalties associated with these abstractions.

Co-Author(s): Christian Boehm (ETH Zurich, Switzerland); Martin van Driel (ETH Zurich, Switzerland); 
Lion Krischer (Ludwig Maximilian University of Munich, Germany); Dave A. May (ETH Zurich, Switzer-
land); Max Rietmann (ETH Zurich, Switzerland); Korbinian Sager (ETH Zurich, Switzerland); Andreas 
Fichtner (ETH Zurich, Switzerland)

Leveraging the Madagascar Framework for Reproducible 
Large-scale Cluster and Cloud Computing
Toby Potter (University of Western Australia, Australia)

Over the past decade the open-source Madagascar framework has been used for reproducible 
computational seismology research by a growing community of researchers. While Madagascar 
is commonly used for single-node applications, the increasing number and the computational 
complexity of user-submitted software tools (e.g., 3D seismic modelling, imaging and inversion 
codes) are pushing the limits of computational tractability at the workstation level. There is 
a growing interest and community experience in using Madagascar for cluster-scale public 
HPC facilities and cloud-based computing environments. In this presentation we highlight our 
procedure for interfacing Madagascar with publicly accessible HPC clusters, and provide case 
studies of using Madagascar for large-scale 3D seismic modelling and imaging activities. We 
present our recent efforts of moving toward a reproducible Madagascar framework within a 
cloud-computing environment, and provide an example of running 3D acoustic modelling on 
Australia’s NECTAR cloud computing grid using a combination of Python, ZeroMQ, and Cython.

Co-Author(s): Jeffrey Shragge (University of Western Australia, Australia)
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Towards Exascale Seismic Imaging & Inversion
Jeroen Tromp (Princeton University, USA)

Post-petascale supercomputers are now available to solve scientific problems that were thought 
unreachable a decade ago. They also bring a cohort of concerns tied to obtaining optimum 
performance. These include energy consumption, fault resilience, scalability of current parallel 
paradigms, workflow management, I/O performance and feature extraction with large datasets. 
We focus on the last three issues. The overarching goal is to reduce the time to solution. Ex-
periments show that the imaging workflow suffers from severe I/O bottlenecks. Such limitations 
occur both for computational data and seismic time series. The latter are dealt with by the intro-
duction of a new Adaptable Seismic Data Format (ASDF). HDF5 and ADIOS are used to reduce 
the cost of disk access. Because large parts of the workflow are embarrassingly parallel, we are 
investigating the possibility of automating the process with the integration of scientific workflow 
management tools, specifically Pegasus.

A Tetrahedral Spectral Element Method for the Seismic 
Wave Equation
Max Rietmann (ETH Zurich, Switzerland)

Although the hexahedral Spectral Element Method (SEM) has become a standard tool in com-
putational seismology, the main difficulty in applications remains the meshing: until today, no 
robust algorithm exists that allows automatic meshing of complex geological geometries. Here 
we demonstrate how the concept of the SEM can be applied to tetrahedral elements, for which 
such automated meshing tool exist. The key idea has previously been applied to the acoustic 
wave equation (Zhebel et al 2014) and consists in obtaining a stable quadrature rule with strictly 
positive weights by adding extra quadrature points in the interior of the elements. In this way, a 
diagonal-mass matrix is achieved while maintaining the order of convergence. We present the 
basic rational and show convergence up to fourth order in space and time. Finally, we compare 
our method and its implementation against the performance profile of existing hexahedral SEM 
implementations.

Co-Author(s): Martin van Driel (ETH Zurich, Switzerland)
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MS24

Software Libraries in Computational
Science for Many-Core Architectures
Organiser:  Karl Rupp (Freelance Computational Scientist, Austria)

Many-core architectures such as graphics processing units (GPUs) and many integrated cores 
(MIC) emerged in scientific computing. The efficient use of these architectures, however, is 
very challenging from the algorithmic perspective, as fine-grained parallelism needs to be fully 
exposed in the software stack. However, many widely-used libraries in scientific computing 
today were designed for processors with only a few cores and hence struggle to provide good 
support for such many-core architectures. At the same time, new libraries designed especially 
for GPUs and MIC emerge. The speakers in this minisymposium are developers of software 
libraries for GPUs and MIC and explain their approaches. They discuss strategies for dealing 
with the subtle differences of these architectures in order to provide portable performance on 
the users’ machines. The discussion also touches the design of new application programming 
interfaces which are simple enough for use by application scientists, but also provide optional 
control over important details for domain experts. Overall, this session presents the state-of-
the-art in libraries for many-core architectures and sketches a path forward for making these 
architectures more accessible to a broad user base.

MS Minisymposia Computer Science & Mathematics
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Challenges in Software Library Development for GPUs 
and MIC
Karl Rupp (Freelance Computational Scientist, Austria)

To leverage the computational power of many-core architectures of GPUs and Xeon Phi, suitable 
software library interfaces are required such that complex applications with many interacting 
components can be built. This talk discusses new challenges that have to be addressed in 
software library development for using many-core architectures in computational science: First, 
different programming models, most notably OpenMP, CUDA, and OpenCL, are in use. The ideal 
software library supports all of these approaches. Second, it is not enough to optimise for a sin-
gle architecture. Different device generations provide different characteristics such as cache or 
scratchpad memory sizes; thus, a single optimised kernel is not sufficient. Third, extensive test-
ing and performance monitoring require the availability of physical hardware; virtual machines 
are not enough. The audience will learn how these challenges are addressed in the ViennaCL 
library and which future directions are taken for further improvement.

VexCL: Experiences in Developing a C++ Wrapper Library 
for OpenCL
Denis Demidov (Kazan Federal University, Russia)

VexCL is a C++ vector expression template library for fast GPGPU prototyping and develop-
ment. It provides convenient notation for various vector operations, and generates OpenCL/
CUDA kernels on the fly from C++ expressions. Among the challenges met during the library 
development were the need to support multiple backends (OpenCL/CUDA), the fact that the 
OpenCL compute kernel language is C99 and thus lacks some conveniences of C++, etc. The 
talk provides brief overview of the library implementation and the C++ techniques used to 
overcome the difficulties.

Thursday,
June 9, 2016

14:00 – 14:30
Auditorium C

Thursday,
June 9, 2016

14:30 – 15:00
Auditorium C



114

GHOST: Building Blocks for High Performance Sparse 
Linear Algebra on Heterogeneous Systems
Moritz Kreutzer (University of Erlangen-Nuremberg, Germany)

A significant amount of future exascale-class high performance computer systems are pro-
jected to be of heterogeneous nature, featuring “standard” as well as “accelerated” resources. 
A software infrastructure that claims applicability for such systems must be able to meet their 
inherent challenges: multiple levels of parallelism, complex topologies, asynchronicity, and ab-
straction. The “General, Hybrid, and Optimized Sparse Toolkit” (GHOST) is an open-source library 
of building blocks for sparse linear algebra algorithms on current and future large-scale sys-
tems. Being built on the “MPI+X” paradigm, it provides truly heterogeneous data parallelism and 
a light-weight and affinity-aware tasking mechanism for multicore CPUs, Nvidia GPUs, and the 
Intel Xeon Phi. Important design decisions are described with respect to the challenges posed by 
modern heterogeneous supercomputers and recent algorithmic developments. Implementation 
details which are indispensable for achieving high efficiency are pointed out and their necessity 
is justified by performance measurements or predictions based on performance models.

Co-Author(s): Georg Hager (University of Erlangen-Nuremberg, Germany); Gerhard Wellein (University of 
Erlangen-Nuremberg, Germany)

Portability of Performance: The Cases of Kokkos and 
GridTools
Mauro Bianco (ETH Zurich / CSCS, Switzerland)

HPC libraries have provided abstractions for common and performance critical operations for 
decades. When uniform memory architectures were predominant, the main focus of library 
implementers was algorithm implementation, while data structures and layout had a secondary 
role. As memory architectures become more diverse, it became necessary to adjust simultane-
ously algorithmic needs and memory characteristics. Several recent library approaches tackle 
this problem, especially as performance portability is now essential. In this talk we will describe 
two libraries that address these issues: Kokkos and GridTools. Kokkos provides two fundamental 
abstractions: one for dispatching work for parallel execution and one for managing multidi-
mensional arrays with polymorphic layouts. GridTools’ main abstraction allows a programmer 
to describe complex stencil applications in an architecture agnostic way. Both libraries use the 
template mechanisms in C++ for high flexibility, thus avoiding source-to-source translators and 
proprietary annotations.

Co-Author(s): Carter Edwards (Sandia National Laboratories, USA)
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MS25

Applications and Algorithms for HPC in 
Solid Mechanics II: Multiscale Modelling
Organiser:  William Curtin (EPFL, Switzerland)
Co-organiser(s): Guillaume Anciaux (EPFL, Switzerland),
  J. F. Molinari (EPFL, Switzerland)

In all observable phenomena, a full understanding of the operative physical mechanisms leads 
to extremely complicated models. One natural analysis path is to decompose the problem 
into simpler sub-problems yet transferring part of the complexity to the issue of coupling the 
sub-problems. In the study of materials and solids, considerable progress has been made in 
the numerical methods to couple scales. For instance, atomic, discrete-defect, meso-scale, and 
structural scales can now be coupled together under various assumptions. In this minisymposi-
um, talks are solicited to present new work on coupling strategies, their mathematical descrip-
tion, and/or their implementation details for possible HPC machines. Such multiscale methods 
could deal with multi-grid, FE², concurrent methods, particle-continuum coupling, among oth-
ers. Other multiscale themes are also welcome in this minisymposium.

MS Minisymposia Engineering
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On the Use of Thermal Boundary Conditions in a Lubricated 
Contact Multiscale Framework
Nicolas Fillot (INSA, France)

Numerical simulations of lubricated contacts (as in roller bearings, came-follower systems, 
gears) will be discussed. Finite-Element models can reach a quantitative prediction of friction 
and lubricant film thickness, as soon as heat exchanges are properly described both in the 
lubricant and in a sufficiently large portion of the bounding solids, whose heat diffusion can 
have drastic consequence on both friction and wear. But temperature should be fixed at some 
places (where?, which value?). We will show that a multiscale analysis, taking into account 
the whole mechanism surrounding the contact, would be required. The other way around, a 
local description of molecules flowing between the surfaces (e.g. using molecular dynamics 
simulations) would require the thermostating of at least a part of the molecular domain. How to 
impose temperature in this tiny space without disrupting the flow? Again this multiscale thermal 
problem in tribology should be solved by an adequate modelling.

Concurrent Coupling of Particles with a Continuum for 
Dynamical Motion of Solids
Guillaume Anciaux (EPFL, Switzerland)

There are many situations where the discrete nature of matter needs to be accounted by numer-
ical models. For instance with crystalline materials, friction and ductile fracture modelling can 
benefit from Molecular Dynamics formalism. However, capturing these processes needs sizes 
involving large number of particles, often becoming out of reach of modern computers. Thus, 
concurrent multiscale approaches have emerged to reduce the computational cost by using a 
coarser continuum model. The difference between particles and continuum leads to several 
challenging problems. In this presentation, finite temperatures, numerical stability and dislo-
cation passing will be addressed. Also the software framework LibMultiScale will be presented 
with its associated parallel computation design choices.

Co-Author(s): J. F. Molinari (EPFL, Switzerland); Till Junge (Karlsruhe Institute of Technology, Germany); 
Jaehyun Cho (EPFL, Switzerland)
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A Parallel Algorithm for Multiscale Atomistic/Continuum 
Simulations
Fabio Pavia (ANSYS, Switzerland)

Deformation and fracture processes in engineering materials often require simultaneous de-
scriptions over a range of length and time scales, with each scale using a different compu-
tational technique. Here we discuss some of the available multiscale coupling algorithms and 
their most interesting features from an academic and a corporate research perspective. We then 
present a high-performance parallel 3D computing framework for executing large multiscale 
studies that couple an atomic domain, modeled using molecular dynamics and a continuum 
domain, modeled using explicit finite elements. The main purpose of this work is to provide 
a multiscale implementation within an existing large-scale parallel molecular dynamics code 
(LAMMPS) that enables use of all the tools associated with this popular open-source code, while 
extending the robust CADD-type displacement coupling to 3D. Our implementation allows us to 
reproduce results of extremely large atomistic simulations using fewer than 1,000,000 atoms, 
thus at a much lower computational cost.

Co-Author(s): William Curtin (EPFL, Switzerland)

Multiscale Modeling of Frank-Read Source
Jaehyun Cho (EPFL, Switzerland)

The strength of materials is mainly controlled by dislocations. Their dynamics include nuclea-
tions and multiplications at grain boundaries. Nonlinear atomistic forces should be considered 
to quantify nucleations, while, to correctly model dislocation pile-up, forces in far-fields are 
required. Atomistic (MD) and discrete dislocation (DD) simulations have been performed to study 
these dynamics. In MD, nucleations were naturally considered, but limitations of domain sizes 
persisted. In DD, dislocation interactions including pile-up were well described. However, ad-hoc 
approaches are required for nucleations. These limitations lead to couple these two method: 
CADD3D. In this talk, we present a multiscale model of a Frank-Read source using CADD3D. 
Several dislocations will be nucleated from the Frank-Read source in the MD zone, and develop 
as complete closed loops. As they approach the DD domain, they will be transformed as DD 
dislocations. An observable consequence will be work-hardening effects due to the pile-up 
back stresses.

Co-Author(s): Guillaume Anciaux (EPFL, Switzerland); J. F. Molinari (EPFL, Switzerland)
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Multiscale Modelling of Materials Failure Processes: 
Bridging from Atomistic to Continuum Scales
James Kermode (University of Warwick, UK)

Fracture remains one of the most challenging multi-scale modelling problems, requiring a con-
current description of the chemical processes occurring near a crack tip and the long range 
stress field driving it forward. This talk will discuss how these requirements can be met simul-
taneously by combining a quantum mechanical description of the crack tip with a classical 
atomistic model that captures the elastic behaviour of the surrounding crystal matrix, using a 
QM/MM (quantum mechanics/molecular mechanics) approach such as the “Learn on the Fly” 
(LOTF) scheme. Strategies for the extension of this approach to provide effective constitutive 
laws at the continuum scale will be discussed, together with a recent information-efficient 
Machine Learning reformulation of the LOTF scheme, and finally if time permits some new work 
looking at how to couple QM and MM models using automatically derived site energies.
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MS26

Bridging Scales in Geosciences
Organiser:  Ylona van Dinther (ETH Zurich, Switzerland)
Co-organiser(s): Dave A. May (ETH Zurich, Switzerland),
  Michael Bader (Leibniz Supercomputing Centre & Technische  
  Universität München, Germany)

Complex, but relevant processes within the Solid Earth domain cover a wide range of space 
and time scales, up to 17 and 26 orders of magnitude, respectively. Earthquake propagation, 
for instance, depends on dynamic processes at the rupture tip over 10^-9 seconds, while the 
plate tectonic faults on which they occur evolve over time scales up to 100’s of millions of years. 
While problems in imaging and modelling of mantle processes on the Earth’s tens of thousands 
of kilometers scale can be affected by physio-chemical compositions varying on a meter scale 
and being determined on a molecular level. Besides these examples ample of other physi-
cal processes in geophysics cross the largest imaginable scales. At each of the characteristic 
scales different physical processes are relevant, which thus requires us to couple the relevant 
physics at the different scales. Simulating the physics at each of these scales is a tremendous 
task, which hence often requires High Performance Computing. Computational challenges in-
clude, but are not limited to, a large number of degrees of freedom and crossing the two-scale 
problem on which most computational tools are founded. To discuss and start to tackle these 
challenges we aim to bring together computer and geoscientists to discuss them from different 
perspectives. Applications within geosciences, include, but or not limited to, geodynamics, seis-
mology, fluid dynamics, tectonics, geomagnetism, and exploration geophysics.

MS Minisymposia Solid Earth Dynamics
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HPC Challenges Arising in Forward and Inverse Mantle 
Flow Simulation
Georg Stadler (New York University, USA)

We discuss scalable solvers for the forward and inverse simulation of mantle flow problems. 
Crucial solver components for the arising nonlinear Stokes problems are parallel multigrid meth-
ods for preconditioning the linearized Stokes system, and a Schur complement approximation 
that is able to cope with extreme viscosity variations. To achieve good parallel scalability, we use, 
among others, matrix-free operations and we redistribute coarse multigrid levels to a subsets 
of all available processors. We will discuss the inversion of global rheology parameters and dis-
tributed fields from surface data and the present-day temperature distribution in instantaneous 
and time-dependent problems.

Co-Author(s): Johann Rudi (University of Texas at Austin, USA); Vishagan Ratnaswamy (California 
Institute of Technology, USA); Dunzhu Li (California Institute of Technology, USA); Tobin Isaac (University 
of Chicago, USA); Michael Gurnis (California Institute of Technology, USA); Omar Ghattas (University of 
Texas at Austin, USA)

Insights from Modeling Frictional Slip Fronts and a 
Comparison with Experimental Observations
David Kammer (Cornell University, USA)

Laboratory experiments represent a great opportunity to study fundamental aspects of dynam-
ic slip front propagation in a well-controlled system. Nevertheless, numerical simulations are 
needed to gain access to information that is experimentally unmeasurable but required to devel-
op full understanding of the underlying mechanics. In this presentation, we discuss simulations 
that bridge two relevant scales for laboratory stick-slip experiments, which are the macroscopic 
structure and the meso-scale weakening process occurring at the interface. We show that these 
high-performance simulations reproduce quantitatively well experimental observations if both 
length scales are accurately modeled. Furthermore, we apply the acquired insights from the 
computational model to enable new experimental observations that are otherwise inaccessible, 
and to develop theoretical tools that are useful for the description and prediction of the mechan-
ics of slip front propagation at frictional interfaces.
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From Tectonic to Seismic Timescales in 3D Continuum 
Models
Casper Pranger (ETH Zurich, Switzerland)

Lateral rupture limits substantially regulate the magnitude of great subduction megathrust 
earthquakes, but in turn, factors controlling it remain largely unknown due to the limited spa-
tio-temporal range of observations. It however involves the long-term, regional tectonic histo-
ry, including structural, stress and strength heterogeneities. This problem requires a powerful 
3D-continuum numerical modelling approach that bridges tectonic and seismic timescales, 
but a suitable code is lacking. We demonstrate the development of a scalable PETSc-based 
staggered-grid finite difference code, in which self-consistent long-term deformation and spon-
taneous rupture are ensured through a solid-mechanics based visco-elasto-plastic rheology 
with a slip rate-dependent friction formulation, an energy-conservative inertial implementation, 
artificial damping of seismic waves at the domain boundaries, and an adaptive, implicit-explicit 
time-stepping scheme. Automated discretization and manufactured solution benchmarks en-
sure stability, flexibility and accuracy of the code at every stage of development.

Co-Author(s): Ylona van Dinther (ETH Zurich, Switzerland); Laetitia Le Pourhiet (Pierre and Marie Curie 
University, France); Dave A. May (ETH Zurich, Switzerland); Taras Gerya (ETH Zurich, Switzerland)

Non-Periodic Homogeneization for Seismic Forward and 
Inverse Problems
Yann Capdeville (CNRS, France)

The modelling of seismic elastic wave full waveform in a limited frequency band is now well es-
tablished. The constant increase of computing power with time has now allowed the use of seis-
mic elastic wave full waveforms in a limited frequency band to image the elastic properties of 
the earth. Nevertheless, inhomogeneities of scale much smaller than the minimum wavelength 
of the wavefield associated to the maximum frequency of the limited frequency band, are still a 
challenge for both forward and inverse problems. In this work, we tackle the problem of elastic 
properties varying much faster than the minimum wavelength, making it possible to link small 
and large scales for elastic or acoustic waves. Using a non periodic homogenization theory, we 
show how to compute effective elastic properties and local correctors. The implications of the 
homogenization theory on the inverse problem will be presented.

Friday,
June 10, 2016

10:00 – 10:15
Garden 1A

Friday,
June 10, 2016

10:15 – 10:30
Garden 1A



122

Dynamically Linking Seismic Wave Propagation at 
Different Scales
Filippo Broggini (ETH Zurich, Switzerland)

Numerical modelling of seismic wave propagation can be of great value at many scales, rang-
ing from shallow applications in engineering geophysics to global scale seismology. Accurate 
modelling of the physics of wave propagation at different scales requires different spatial and 
temporal discretization and potentially also different numerical methods. We present a new 
method to dynamically link the waves propagating at these different scales. A finite-difference 
solver is used on a local grid, whereas the (much) larger background domain is represented by 
its (precomputed) Green’s functions. At each time step of the simulation, the interaction between 
the events leaving the local domain and the medium outside is calculated using a Kirchhoff-type 
integral extrapolation and the extrapolated wavefield is applied as a boundary condition to the 
local domain. This results in a numerically exact hybrid modelling scheme, also after local up-
dates of the model parameters.

Co-Author(s): Marlies Vasmel (ETH Zurich, Switzerland); Dirk-Jan van Manen (ETH Zurich, Switzer-
land); Johan Robertsson (ETH Zurich, Switzerland)

Computational Challenges of Electromagnetic Modeling 
at Multiple Scales
Vladimir Puzyrev (Barcelona Supercomputing Center, Spain)

Traditional three-dimensional modelling approaches to electromagnetic problems in geophysics 
work well in the cases when the resulting fields exhibit smooth variations on large spatial scales. 
However, the presence of highly conductive anomalies (e.g., metallic casing of the wells and 
other steel infrastructure) can affect the electromagnetic fields significantly. Extreme material 
contrasts and multiple spatial scales create serious computational challenges. Realistic inter-
pretation of steel objects requires an extremely fine, millimeter-scale spatial discretization in a 
large computational domain whose size is of the order of tens of kilometers. Conductivity con-
trasts between steel and surrounding media can exceed 8-9 orders of magnitude. Even locally 
refined unstructured meshes lead to ill-conditioned problems with many millions of unknowns 
and hence require the use of high performance computing. In this presentation, I will give 
several examples of frequency-domain modelling scenarios when the presence of small-scale 
objects has a tremendous effect on electromagnetic measurements.

Friday,
June 10, 2016

10:30 – 10:45
Garden 1A

Friday,
June 10, 2016

10:45 – 11:00
Garden 1A



123

MS27

CADMOS: HPC Simulations, Modeling and 
Large Data
Organiser:  Bastien Chopard (University of Geneva, Switzerland)
Co-organiser(s): Nicolas Salamin (University of Lausanne, Switzerland), 
  Jan Hesthaven (EPFL, Switzerland)

CADMOS (Center for ADvance MOdelling Science) is a partnership between UNIGE, UNIL and 
EPFL whose goal is to promote HPC, modelling and simulation techniques, and data science for 
a broad range of relevant applications. New scientific results for well established HPC problems, 
or new methodological approaches to problems usually not solved by computer modelling or 
HPC resources are especially considered. In this minisymposium we will have presentations 
from each of the three partners, highlighting the above goals. We will also invite two external 
keynote speakers. Contributions reporting on the link between HPC and data science, or open-
ing the door to new interdisciplinary applications within the scope of CADMOS are welcome.

MS Minisymposia Computer Science & Mathematics
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Numerical Simulation of Falling Non-Spherical Particles 
with Air Resistance
Jonas Latt (University of Geneva, Switzerland)

Numerical simulation of particle-fluid interaction finds its importance in a wide range of appli-
cations like erosion and sedimentation, industrial filtering processes, or the study of volcanic 
plumes. As far as numerical simulation is concerned, the literature in this field is restricted to 
cases of low or moderate Reynolds numbers, or to examples in which the motion of the solid 
body is restricted or completely inhibited (example: the numerical simulation of particle settling 
at low Reynolds number, dominated by the particle-ground interaction). This presentation intro-
duces a new numerical method which overcomes these limitations and resolves the coupled 
fluid-solid motion in a higher-Reynolds regime. It focuses on the free fall, in air, of particles with 
a diameter of several millimeters. A major difficulty stems from the fact that the particles typi-
cally reach a terminal velocity around 20 m/s and a Reynolds number around 50,000, at which 
fluid turbulence is fully developed.

Efficient Approaches to Model Evolution in Computational 
Biology
Nicolas Salamin (Swiss Institute of Bioinformatics, Switzerland)

Biological modelling has become an important approach to study the evolution of genes and 
organisms. However, the increase in availability of large-scale genomic data is pushing for the 
development of high-performance computing approaches to model evolutionary processes. In 
this context, the availability of Bayesian approaches has been essential to extend the realism of 
the evolutionary models that can be used. The development of these methods based on Mark-
ov chain Monte Carlo (MCMC) techniques is however computationally intensive and requires 
high-performance computing approaches to deal with the computational complexity. Here, I 
will present our recent developments to optimise and parallelize MCMC techniques. I will also 
discuss our efforts to extend modelling of adaptation from genomic data to complex phenotypic 
traits using hierarchical Bayesian computations.
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Fluid-Structure Interaction for Vascular Flows: From 
Supercomputers to Laptops
Simone Deparis (EPFL, Switzerland)

Can we simulate haemodynamics in a vascular district in real time? One single heartbeat still 
takes several hours on an HPC platform, how can we reduce the computational complexity of 
2-3 orders of magnitude? The key ingredients are model order reduction and numerical reduc-
tion combined with pre-processing on supercomputers. Blood flow in arteries needs to take into 
account the incompressibility of the fluid, the compliant vessel, and the patient specific data. 
After reducing the complexity of the model,i.e. by assuming a fixed fluid computational domain 
and a thin membrane structure, it is possible to use Proper Orthogonal Decomposition and 
Reduced Basis Method to split the computational effort into an offline and an online parts. The 
former runs on a HPC system in 5 hours on 1000 processors, while the latter runs in real time, 
i.e. 1 second of simulations in less than 1 second of CPU time, on a notebook.

Co-Author(s): Claudia Colciago (EPFL, Switzerland); Davide Forti (EPFL, Switzerland)

Progress and Challenges in Multiscale Simulation of 
Cellular Blood Flow
Cyrus Aidun (Georgia Institute of Technology, USA)

Blood flow and the associated diseases in the cardiovascular system are fundamentally multi-
scale where events at the nano and micro-scale trigger problems in coronary and larger arteries 
as well as major arteries and heart valves. For example, atherothrombosis is a critical common 
event in heart attacks and strokes. The accumulation of platelets (1 to 2 micrometer) into a 
thrombus (few millimeters) has been shown to be dependent on hemodynamics, especially 
the local shear rate in arteries (2 to 10 millimeters). To induce arterial thrombosis, shear rate 
affects two biophysical factors: a) convection of circulating platelets to reach the thrombus sur-
face (flux), and b) affinity of the surface to platelet binding. Any computational simulation must 
consider blood flow at the cellular level. We shall discuss progress and challenges in multiscale 
simulation of blood flow at cellular level with HPC as a fundamental platform for gaining insight 
in many cardiovascular processes.
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MS28

Level of Detail in Brain Modeling:
Common Abstractions and their
Scientific Use
Organiser:  Markus Diesmann (Jülich Supercomputing Centre, Germany)
Co-organiser(s): Felix Schürmann (EPFL, Switzerland)

Brain simulation has been a modelling challenge to the same degree as is has been a simulation 
challenge in the sense that depending on the scope of the question the actual mathematical 
formalisms vary profoundly. At the same time, the decision for a certain scope and formalism 
is taken in light of the available data and computational tractability. Traditionally, researchers 
wanting to understand the function of brains accordingly have chosen a more “top-down” ap-
proach, trying to keep complexity to the minimum. Researchers interested in understanding 
the brain as a system (e.g., needed for diseases) have little choice other than to embrace more 
“bottom-up” approaches that incorporate the biophysical and even the biochemical diversity 
found in brain tissue. More recently, the steady increase of computational capabilities as de-
scribed in Moore’s law has reached levels that large scale and fine detail are achievable at the 
same time. Modern informatics workflows and technologies help us to make complex scientific 
team efforts more tractable and reproducible. Together with high-quality, brain-wide data sets 
at increasing resolution and specificity, brain simulation finally is on a journey that should make 
it possible to overcome the divide. The minisymposium highlights this exciting convergence and 
the two prominent abstractions to brain modelling and simulation. The first one stops at the res-
olution of individual nerve cells (point neuron modelling) whereas the second takes the detailed 
morphologically of neurons and their circuitry into account. We present two major simulation 
tools, NEST and NEURON, which are open source and community standards for their respective 
abstraction since many years. Since about a decade these tools are capable of running on 
massively parallel computers. Recently, they have been shown to be ready to exploit the class of 
petascale HPC machines. The minisymposium presents the computational characteristics and 
requirements of the codes. For both abstractions, we showcase specific neuroscience applica-
tions using the respective tools and representing cutting edge in silico neuroscientific research. 
The presenting researchers are members of the European Human Brain Project. The presented 
simulators are partially supported by that effort in order to integrate them into a novel research 
infrastructure for brain research. One contributed talk on point neuron modelling and simulation 
and another on detailed neuron modelling and simulation are presented.
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Technology for Brain-Scale Simulation at Cellular Reso-
lution
Markus Diesmann (Jülich Supercomputing Centre, Germany)

At cellular resolution, the entities of neural networks are neurons and their connections, the 
synapses. Already early parallel simulation codes stored synapses in a distributed fashion such 
that a synapse solely consumes memory on the compute node harboring the target neuron. As 
petascale computers with some 100,000 nodes become increasingly available for neurosci-
ence, new challenges arise: each neuron contacts on the order of 10,000 other neurons but for 
any given source neuron, at most a single synapse is typically created on a compute node. Here 
we present data structures taking advantage of this specific sparseness. After introducing the 
relevant scaling scenario for brain-scale simulations, we quantitatively discuss the performance 
on two supercomputers: JUQUEEN and the K computer. The contribution discusses the largest 
general neuronal network simulation carried out to date, comprising more than a billion neurons, 
and provides the evidence that neuroscience can exploit petascale machines.

Multi-Scale Modeling of Cortex at Cellular Resolution
Sacha J. van Albada (Jülich Supercomputing Centre, Germany)

Cortical modelling has many unknowns, but the numbers of neurons and synapses can be 
accurately estimated. Downscaling, commonly used for feasibility, distorts network dynamics. 
Fortunately, full-scale modelling is increasingly possible. We develop a full-density multi-ar-
ea model of macaque vision-related cortex at cellular resolution. A layered microcircuit model 
with spiking point neurons, customized with area-specific neuron densities, represents each 
of 32 areas. The inter-area connectivity combines the CoCoMac database, quantitative tracing 
data, and statistical regularities. The connectivity is refined using mean-field theory. Indegrees 
increase from V1 to higher areas, which therefore exhibit bursty firing and long intrinsic time 
scales. Inter-area propagation occurs predominantly in the feedback direction, as in visual im-
agery. At intermediate inter-area connection strengths, functional connectivity between areas 
corresponds well with macaque resting-state fMRI. The model achieves consistency of structure 
and activity at multiple scales and provides a platform for future research.
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Reconstruction and Simulation of Neocortical Microcir-
cuitry
Eilif B. Muller (EPFL, Switzerland)

It has been called “the most complete simulation of a piece of excitable brain matter to date”, 
by Christof Koch, President and CSO of the Allen Institute for Brain Science in Seattle [1]. After 
briefly reviewing the HPC-based data integration and reconstruction workflow, I will focus on 
simulation results obtained using the digital reconstruction of the microcircuitry of somatosen-
sory cortex of P14 rat, running on the “BlueBrain IV” IBM BlueGene/Q system hosted at the 
Swiss National Supercomputing Center (CSCS). We validated and explored the spontaneous 
and sensory evoked dynamics of the microcircuit, and discovered previously unknown biological 
mechanisms by integrating decades of anatomical and physiological Neuroscience data [2]. [1] 
Koch, C. and Buice, M. A Biological Imitation Game. Cell 163:2, 277-280 (2015). [2] Markram, 
H., Muller, E., Ramaswamy, S., Reimann, M. et al. Reconstruction and Simulation of Neocortical 
Microcircuitry. Cell 163:2, 456-495 (2015).

Large-Scale Detailed Neuron Modeling and Simulation
Felix Schürmann (EPFL, Switzerland)

This talk will introduce the abstractions and simulation techniques for neural tissue simulations 
capturing the detailed morphology of nerve cells. Models of this type are characterized by low 
arithmetic intensity and potentially large memory footprints. The simulator of choice for these 
type of models is NEURON. Here we will present recent achievements in substantially reducing 
the memory consumption of the simulator as well as the scaling to large scale supercomputers 
such as the Jülich JuQUEEN or the Argonne MIRA system.
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In Silico Synthesis of Spatially-Embedded Neuronal 
Morphologies
Liesbeth Vanherpe (EPFL, Switzerland)

Brain functionality depends critically on the connectivity of neurons, which in turn depends on 
their morphologies. Therefore, to reproduce brain function through simulation of large-scale 
neuronal networks, it is important to use realistic neuronal morphologies. The classic approach 
where morphologies are reconstructed from experiments provides invaluable information, but 
is time consuming and does not scale to the number of cells needed for whole brain simula-
tions. In order to increase the morphological variability available for such simulations, we are 
developing a framework for synthesizing neurons. We propose to create morphologies based on 
spatially embedded stochastic models: we combine biological morphometrics obtained from re-
constructions with a virtual representation of the brain environment, which confines and guides 
neurites. We discuss the data structures and algorithms used to provide environmental infor-
mation to the growing neurons, and demonstrate the current status of the synthesis framework.

From Data to Models: A Semi-Automatic Workflow for 
Large-Scale Brain Models
Marc-Oliver Gewaltig (EPFL, Switzerland)

We present a semi-automatic process for constructing whole-brain models at the point neuron 
level from different sets of image stacks. In the first step, we determine the positions of all cells, 
using high-resolution Nissl stained microscope image. In the second step, we determine the 
type of each cell (glia, excitatory neurons and inhibitory neurons), using in situ hybridization (ISH) 
image data and compare the resulting cell and neuron numbers to literature data. In the next 
step, we use two-photon tomography images of rAAV labeled axonal projections to determine 
the mesoscale connectivity between the neurons in different brain regions. Finally, we obtain a 
network model that can be simulated with state-of the art simulators like NEST and NEURON.

Friday,
June 10, 2016

10:30 – 10:45
Garden 2BC

Friday,
June 10, 2016

10:45 – 11:00
Garden 2BC
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MS29

Molecular Neuromedicine: Recent 
Advances by Computer Simulation and 
Systems Biology
Organiser:  Paolo Carloni (Jülich Supercomputing Centre, Germany)
Co-organiser(s): Giulia Rossetti (Jülich Supercomputing Centre
  & Uniklinik RWTH Aachen, Germany), 
  Mercedes Alfonso-Prieto (University of Barcelona, Spain)

Innovative neuromedicine approaches require a detailed understanding of the molecular and 
systems-level causes of neurological diseases, their progression and the response to treat-
ments. Ultimately, neuronal function and diseases are caused by exquisite molecular recognition 
processes during which specific biomolecules bind to each other allowing neuronal signaling, 
metabolism, synaptic transmission, etc. The detailed understanding of these processes, as well 
as the rational design of molecules for technology advances in neuropharmacology, require the 
characterization of neuronal biomolecules’ structure, function, dynamics and energetics. The 
biomolecules and processes under study are inherently highly complex in terms of their size 
(typically on the order of 10^5-10^6 atoms) and time-scale (up to seconds), much longer than 
what can be simulated by standard molecular dynamics approaches (which, nowadays, can typ-
ically reach up to microseconds). This requires the development of methodologies in multiscale 
molecular simulation. Recent advancements include coarse-grained (CG) approaches that allow 
to study large systems on a long timescale, as well as very accurate hybrid methods combining 
QM modelling with molecular mechanics (MM) that provide descriptions of key neuronal pho-
toreceptors, such as rhodopsin. In addition, Brownian dynamics are used to study biomolecular 
recognition and macromolecular assembly processes towards in vivo conditions. Such compu-
tational tools are invaluable for description, prediction and understanding of biological mech-
anisms in a quantitative and integrative way. This workshop will be an ideal forum to discuss 
both advancements and future directions in multiscale methodologies and applications on key 
signaling pathways in neurotransmission, such as those based on neuronal G-protein coupled 
receptors (GPCRs). These novel methodologies might prove to be instrumental to understand 
the underlying causes of brain diseases and to design new drugs aimed at their treatment.

MS Minisymposia Life Sciences, Physics
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Effect of Lipidation for G Protein Mediated Signalling
Ursula Röthlisberger (EPFL, Switzerland)

G-protein-coupled-receptor (GPCR) pathways are of high interest since their signal-transduction 
cascades play an important role in several diseases such as hypertension and obesity. The 
first proteins that will transfer an extracellular signal received by a GPCR to other regions in 
the cell are G protein heterotrimers. The specificity by which G protein subunits interact with 
receptors and effectors defines the variety of responses that a cell is capable of providing due 
to an extracellular signal. Interestingly, many G proteins have distinct lipidation profiles but little 
is known how this influences their function. Here, we investigate the effect of myristoylation 
on the structure and dynamics of Gαi1 and the possible implications for signal transduction. 
A 2 µs molecular dynamics simulation suggests conformational changes of the switch II and 
alpha helical domains emphasizing the importance of permanent lipid attachment in tuning the 
function of signaling proteins.

Co-Author(s): Siri Camee vanKeulen (EPFL, Switzerland)

Computer Simulations Provide Guidance for Molecular 
(Neuro)medicine
Marc Baaden (CNRS, France)

Computer simulations provide crucial insights and rationales for the design of molecular ap-
proaches in (neuro)medicine. I will describe three case studies to illustrate how molecular model 
building and molecular dynamics simulations of complex molecular assemblies such as mem-
brane proteins help in that process [1-3]. Through selected examples, including key signaling 
pathways in neurotransmission, the links between a molecular-level understanding of biologi-
cal mechanisms and original approaches to treat disease conditions will be illuminated. Such 
treatments may be symptomatic, e.g. by better understanding the function and pharmacology 
of macromolecular key players, or curative, e.g. through molecular inhibition of disease-induc-
ing molecular processes. [1] http://dx.doi.org/10.1016/j.biochi.2015.03.018 [2] http://dx.doi.
org/10.1039/C3FD00134B [3] B. Laurent, S. Murail, A. Shahsavar, L. Sauguet, M. Delarue, M. 
Baaden: “Sites of anesthetic inhibitory action on a cationic ligand-gated ion channel”, Structure, 
2016 (in press).

Friday,
June 10, 2016

09:00 – 09:30
Garden 3A

Friday,
June 10, 2016

09:30 – 10:00
Garden 3A
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Ligand Binding to the Human Adenosine Receptor hA 2A 
R in Nearly Physiological Conditions
Giulia Rossetti (Forschungszentrum Jülich & RWTH Aachen University, Germany)

Lipid composition may significantly affect membrane proteins function, yet its impact on the 
protein structural determinants is not well understood. Here we present a comparative molec-
ular dynamics (MD) study of the human adenosine receptor type 2A (hA2AR) in complex with 
caffeine “a system of high neuro-pharmacological relevance” within different membrane types: 
POPC, mixed POPC/POPE and cholesterol-rich membranes. 0.8-μs MD simulations unambigu-
ously show that the helical folding of the amphipathic helix 8 depends on membrane contents. 
Most importantly, the distinct cholesterol binding into the cleft between helix 1 and 2 stabilizes 
a specific caffeine-binding pose against others visited during the simulation. Hence, cholesterol 
presence (approximately 33%-50% in synaptic membrane in central nervous system), often 
neglected in X-ray determination of membrane proteins, affects the population of the ligand 
binding poses. We conclude that including a correct description of neuronal membranes may be 
very important for computer-aided design of ligands targeting hA2AR and possibly other GPCRs.

Co-Author(s): Ruyin Cao (Jülich Supercomputing Centre, Germany); Andreas Bauer (Jülich Supercom-
puting Centre, Germany); Paolo Carloni (Jülich Supercomputing Centre, Germany)

Exploring Protein Dynamics
Modesto Orozco (Institute for Research in Biomedicine, Spain)

Proteins are molecular machines, whose activity is linked to its ability to suffer conformational 
transitions as a consequence of external effectors, like changes in the environment, presence 
of drugs, or other macromolecules. Unfortunately, the representation of protein flexibility is com-
plex as it is too fast for most experimental techniques, and too slow for simulation methods. I will 
summarize in my talks efforts done at Barcelona to develop a theoretical framework to provide 
a holistic picture of protein flexibility and dynamics.

Friday,
June 10, 2016

10:00 – 10:15
Garden 3A

Friday,
June 10, 2016

10:15 – 10:45
Garden 3A
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Simulations of Ion Channel Modulation by Lipids
Mercedes Alfonso-Prieto (University of Barcelona, Spain)

Inward-rectifier K+ (Kir) channels are essential to maintain the resting membrane potential of 
neurons and to buffer extracellular potassium by glial cells. Indeed, Kir malfunction has been 
suggested to play a role in some neuropathologies, e.g. white matter disease, epilepsy and 
Parkinson’s disease. Kir activation requires phosphatidylinositol-(4,5)-bisphosphate (PIP2), a 
highly negatively charged lipid located in the inner membrane leaflet. In addition, the presence 
of other non-specific, anionic phospholipids, such as phosphatidylserine (PS), is needed for the 
channel to be responsive at physiological concentrations of PIP2. The dual lipid modulation of 
Kir channels is not yet fully understood at a molecular level. To give further insight into how the 
two lipids act cooperatively to open the channel, we used all-atom molecular dynamics (MD) 
simulations. We found that initial binding of PS helps to pre-assemble the binding site of PIP2, 
which in turn completes Kir activation.

Co-Author(s): Michael L. Klein (Temple University, USA)

Friday,
June 10, 2016

10:45 – 11:00
Garden 3A
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Thursday,
June 9, 2016

10:50 – 11:10
Garden 3A

Propulsive Advantage of Swimming in Unsteady Flows
Guido Novati (ETH Zurich, Switzerland)

Individual fish swimming in a school encounter vortices generated by the propulsion of upstream 
members. Experimental and theoretical studies suggest that these hydrodynamic interactions 
may increase thrust without additional energy expenditure. However, difficulties associated with 
experimental studies have prevented a systematic quantification of this phenomenon. Using 
simulations of self-propelled swimmers, we investigate some of the mechanisms by which fish 
may exploit each others’ wake to reduce energy expenditure. We quantify the relative impor-
tance of two mechanisms for increasing swimming efficiency: the decrease in relative velocity 
induced by proximity to wake vortices; and wall/“channelling” effects. Additionally, we conduct 
simulations of fish swimming in the Karman vortex street behind a static cylinder. This config-
uration helps us clarify the role of the bow pressure wave, entrainment, and “vortex-surfing” in 
enhancing propulsive efficiency of trout swimming near obstacles.

Co-Author(s): Siddhartha Verma (ETH Zurich, Switzerland); Petros Koumoutsakos (ETH Zurich, 
Switzerland)

Thursday,
June 9, 2016

10:30 – 10:50
Garden 3A

When: Thursday, June 9, 2016, 10:30 – 12:10
Where: Garden 3A
Chair:  Rolf Krause (Università della Svizzera italiana, Switzerland)

A Comprehensive Description of the Homo and Heterodi-
merization Mechanism of the Chemokine Receptors CCR5 
and CXCR4
Daniele Di Marino (Università della Svizzera italiana, Switzerland)

Signal transduction across cellular membranes is controlled by G protein coupled receptors 
(GPCRs). It is widely accepted that members of the GPCR family self-assemble as dimers or 
higher-order structures being functional units in the plasma membrane. The chemokines recep-
tors are GPCRs implicated in a wide range of physiological and non-physiological cell processes. 
These receptors represent prime targets for therapeutic intervention in a wide spectrum of 
inflammatory and autoimmune diseases, heart diseases, cancer and HIV. The CXCR4 and CCR5 
receptors are two of the manly studied playing crucial roles in different pathologies. In this sce-
nario the use of computational techniques able to describe complex biological processes such 
as protein dimerization acquires a great importance. Combining coarse-grained (CG) molecular 
dynamics and well-tempered metadynamics (MetaD) we are able to describe the mechanism of 
dimer formation, capturing multiple association and dissociation events allowing to compute a 
detailed free energy landscape of the process.

Co-Author(s): Vittorio Limongelli (Università della Svizzera italiana, Switzerland)
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Thursday,
June 9, 2016

11:30 – 11:50
Garden 3A

Assessment of Transitional Hemodynamics in Intracranial 
Aneurysms at Extreme Scale 
Kartik Jain (University of Siegen, Germany)

Computational fluid dynamics (CFD) is extensively used for modelling of blood flow in intracra-
nial aneurysms as it can help clinicians in decision for intervention, and may potentially provide 
information on the pathogenesis of the condition. The flow regime in aneurysms, due to low 
Reynolds number is mostly presumed laminar – an assumption that was challenged in recent 
publications that showed high frequency fluctuations in aneurysms resembling transitional flow. 
The present work aspires to scrutinize the issue of transition in aneurysmal hemodynamics by 
performing first true direct numerical simulations on aneurysms of various morphologies, with 
resolutions of the order of Kolmogorov scales, resulting in 1 billion cells. The results show the 
onset of fluctuations in flow inside aneurysm during deceleration phase of the cardiac cycle 
before a re-laminarization during acceleration. The fluctuations confine in the aneurysm dome 
suggesting the manifestation of aneurysm as an initiator of transition to turbulence.

Co-author(s): Sabine Roller (University of Siegen, Germany); Kent-Andre Mardal (University of Oslo, 
Norway)

Thursday,
June 9, 2016

11:10 – 11:30
Garden 3A

Self-Consistent Modelling of Plasma Heating and Fast 
Ion Generation Using Ion-Cyclotron Range of Frequency 
Waves in 2D and 3D Devices
Jonathan Faustin (EPFL, Switzerland)

Ion-Cyclotron Range of Frequency (ICRF) waves is an efficient source of plasma heating in 
tokamaks and stellarators. In ICRF heated plasmas, the resonating particles phase-space distri-
bution function displays significant distortion. A significant consequence is to modify noticeably 
the plasma properties which dictates the propagation of the ICRF wave. The self-consistent 
modelling tool SCENIC was built in order to solve this highly non-linear problem. It is one of the 
few ICRF modelling tools able to tackle both 2D and 3D plasma configurations. The computa-
tional resources, in particular the amount of shared memory required to resolve the plasma 
equilibrium and the wave propagation, significantly increases for simulations of strongly 3D 
equilibrium such as stellarators compared to 2D tokamaks calculation. We present some appli-
cations of SCENIC to tokamak and stellarator plasmas. Particular focus is given to simulations 
of the recenlty started Wendelstein7-X stellarator experiment which will use ICRF waves for fast 
particle generation.

Co-Author(s): Wilfred Cooper (EPFL, Switzerland); Jonathan Graves (EPFL, Switzerland); David Pfef-
ferlé (EPFL, Switzerland); Joachim Geiger (Max Planck Institute of Plasma Physics, Germany)
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Thursday,
June 9, 2016

11:50 – 12:10
Garden 3A

URANS Computations of an Unstable Cavitating Vortex 
Rope
Jean Decaix (HES-SO Valais-Wallis, Switzerland)

Due to the massive penetration of alternative renewable energies, hydraulic power plants are 
key energy conversion technologies to stabilize the electrical power network using hydraulic 
machines at off design operating conditions. For a flow rate larger than the one at the best 
efficient point a cavitating vortex rope occurs, leading to strong pressure surges in the entire 
hydraulic system. To better understand the mechanisms responsible for the pressure surges, 
URANS simulations of a reduced scale Francis turbine are performed. Several sigma values are 
investigated corresponding to stable and unstable cavitating vortex ropes. The results are com-
pared with the experimental measurements. The main challenge of the computations is the long 
physical time, compared to the time step, required to capture the beginning of the instability.

Co-Author(s): Andres Müller (EPFL, Switzerland); François Avellan (EPFL, Switzerland); Cécile Münch 
(HES-SO Valais-Wallis, Switzerland)
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Thursday,
June 9, 2016

10:30 – 10:50
Garden 1BC

When: Thursday, June 9, 2016, 10:30 – 12:30
Where: Garden 1BC
Chair:  Bastien Chopard (University of Geneva, Switzerland)

Space-Time Parallelism for Hyperbolic PDEs
Allan Nielsen (EPFL, Switzerland)

Parallel-in-time integration techniques have been hailed as a potential paths to exascale for the 
solution of evolution type problems. Methods of time-parallel integration are intended to extend 
parallel scaling on compute clusters beyond what is possible using conventional domain decom-
position techniques alone. In this talk we give a short introduction to space-time parallelism with 
emphasis on the parareal method. We then proceed to present resent advances in the construc-
tion of the coarse operator needed in the iterative correction scheme. The modifications allow 
for parallel-in-time acceleration of purely hyperbolic systems of partial differential equations, 
something previously widely considered impractical. The talk is concluded with a presentation 
of preliminary results on parallel-in-time integration of a two-dimensional shallow-water-wave 
equation that governs the underlying dynamics in a tsunami simulation application.

Co-Author(s): Gilles Brunner (EPFL, Switzerland); Jan Hesthaven (EPFL, Switzerland)

Thursday,
June 9, 2016

10:50 – 11:10
Garden 1BC

PERMON Libraries for Massively Parallel Solution of Con-
tact Problems of Elasticity
Vaclav Hapla (IT4Innovations National Supercomputing Center, Czech Republic)

PERMON forms a collection of software libraries, uniquely combining quadratic programming 
(QP) algorithms and domain decomposition methods (DDM), built on top of the well-known PET-
Sc framework for numerical computations. Among the main applications are contact problems 
of mechanics. Our PermonFLLOP package is focused on non-overlapping DDM of the FETI 
type, allowing efficient and robust utilization of contemporary parallel computers for problems 
with billions of unknowns. Any FEM software can be used to generate mesh and assemble the 
stiffness matrices and load vectors per each subdomain independently. Additionally, a mapping 
from the local to the global numbering of degrees of freedom is needed, and non-penetration 
and friction information in case of contact problems. All these data are passed to PermonFLLOP, 
which prepares auxiliary data needed in the DDM. PermonQP is then called in the backend to 
solve the resulting equality constrained problem with additional inequality constraints in case 
of contact problems.

Co-Author(s): David Horak (IT4Innovations National Supercomputing Center, Czech Republic)
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Thursday,
June 9, 2016

11:30 – 11:50
Garden 1BC

The Energy Consumption Optimization of the FETI Solver
David Horak (IT4Innovations National Supercomputing Center, Czech Republic)

The presentation deals with the energy consumption evaluation of the FETI method blend-
ing iterative and direct solvers in the scope of READEX project. The measured characteristics 
on model cube benchmark illustrate the behaviour of preprocessing and solve phases related 
mainly to the CPU frequency, different problem decompositions, compiler’s type and compil-
er’s parameters. In preprocessing it is necessary to factorize the stiffness and coarse problem 
matrices, which belongs to the most time and also energy consuming operations. The solve 
employs the conjugate gradient algorithm and consists of sparse matrix-vector multiplications 
and vector dot products or AXPY functions. In each iteration we need to apply direct solver twice 
for pseudo-inverse action and coarse problem solution. All these operations cover together the 
basic Sparse and Dense BLAS Level 1, 2 and 3 routines, so that we can explore their different 
dynamism and dynamic switching between various configurations can then provide significant 
energy savings.

Co-Author(s): Lubomir Riha (IT4Innovations National Supercomputing Center, Czech Republic); Radim 
Sojka (IT4Innovations National Supercomputing Center, Czech Republic); Jakub Kruzik (IT4Innovations 
National Supercomputing Center, Czech Republic); Martin Beseda (IT4Innovations National Supercom-
puting Center, Czech Republic)

Thursday,
June 9, 2016

11:10 – 11:30
Garden 1BC

Performance Improvement by Exploiting Sparsity for MPI 
Communication in Sparse Matrix-Matrix Multiplication
Alfio Lazzaro (ETH Zurich, Switzerland)

DBCSR is the sparse matrix library at the heart of the CP2K linear scaling electronic structure 
theory algorithm. It is MPI and OpenMP parallel, and can exploit accelerators. The multiplication 
algorithm is based on Cannon’s algorithm, whose scalability is limited by the MPI communica-
tion time. The implementation is based on MPI point-to-point communications. We present an 
improved implementation that takes in account the sparsity of the problem in order to reduce 
the communication. This implementation makes use of one-sided communications. Perfor-
mance results for representative CP2K benchmarks will be also presented.

Co-Author(s): Joost VandeVondele (ETH Zurich, Switzerland); Ole Schuett (ETH Zurich, Switzerland)
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Thursday,
June 9, 2016

12:10 – 12:30
Garden 1BC

The GridTools Libraries for the Solution of PDEs Using 
Stencils
Carlos Osuna (MeteoSwiss, Switzerland)

Numerical weather prediction and climate models like COSMO and ICON solve explicitly a large 
set of PDEs. The STELLA library was successfully used to port the dynamical core of COSMO 
providing a performance portable code across multiple platforms. A significant performance 
speedup was obtained for NVIDIA GPUs as reported in doi>10.1145/2807591.2807676. How-
ever its applicability was restricted to only cartesian structured grids, finite difference methods, 
and is difficult to be used outside the COSMO model. The GridTools project emerges as an effort 
to provide an ecosystem for developing portable and efficient grid applications for the explicit 
solution of PDEs. GridTools generalizes STELLA to a wider class of weather and climate models 
on multiple grids: Cartesian and spherical, and offers facilities for performing communication 
and setting boundary conditions. Here we present the GridTools API and show performance on 
NVIDIA GPUs and x86 platforms.

Co-Author(s): Mauro Bianco (ETH Zurich / CSCS, Switzerland); Paolo Crosetto (ETH Zurich, Switzerland); 
Oliver Fuhrer (MeteoSwiss, Switzerland); Thomas Schulthess (ETH Zurich / CSCS, Switzerland)

Thursday,
June 9, 2016

11:50 – 12:10
Garden 1BC

Tensor-Product Discretization for the Spatially Inhomo-
geneous and Transient Boltzmann Equation
Simon Pintarelli (ETH Zurich, Switzerland)

The Boltzmann equation provides a fundamental mesoscopic model for the dynamics of rar-
efied gases. The computational challenge arising from it’s discretization is twofold: we face a 
moderately high-dimensional problem and the collision operator is non-linear and non-local in 
the velocity variable. We aim for a deterministic and asymptotically exact Galerkin discretization. 
This sets our approach apart from stochastic Monte-Carlo-type and Fourier based methods. 
We consider a tensor product discretization of the distribution function combining Laguerre 
polynomials times a Maxwellian in velocity with continuous first-order finite elements in space. 
Unlike the Fourier spectral methods, our approach does not require truncation of the velocity 
domain and it does not suffer from aliasing errors. The advection problem is discretized through 
a Galerkin least-squares technique and yields an implicit formulation in time. Numerical results 
of benchmark simulations in 2+2 dimensions will be presented.

Co-Author(s): Philipp Grohs (ETH Zurich, Switzerland); Ralf Hiptmair (ETH Zurich, Switzerland)
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Friday, 
June 10, 2016

9:00 – 9:15 
Garden 1BC

When: Friday, June 10, 2016, 9:00 – 11:00
Where: Garden 1BC
Chair:  Joost VandeVondele (ETH Zurich, Switzerland)

A Distance to Map and Understand Materials and Mole-
cules, and to Predict their Properties
(Michele Ceriotti, EPFL, Switzerland)

Atomistic computer simulations give access to increasingly accurate and predictive modelling of 
materials, chemical and biochemical compounds. As more complex systems become amenable 
to computation, the sheer amount of data produced by a simulation, as well as its intrinsic 
structural complexity, make it harder to extract physical insight from modelling. I will discuss 
how to build a robust, effective metric to compare molecules and condensed-phase structures, 
and how this can be used to represent large databases of compounds, building intuitive maps of 
chemical landscapes and singling out outliers and anomalous conformations. Furthermore, I will 
demonstrate the potential of this approach to machine-learn the physical-chemical properties 
of such compounds, that promises to circumvent the need for expensive quantum chemical 
calculations.

Friday, 
June 10, 2016

09:15 – 09:30 
Garden 1BC

Ab-Initio Quantum Transport Simulation of Nano-Devices
Sascha Brück (ETH Zurich, Switzerland)

To simulate advanced electronic devices such as nanoscale transistors or mem-
ory cells whose functionality may depend on the position of single atoms only, a 
quantum transport solver is needed, which should not only be capable of atomic 
scale resolution, but also to deal with systems consisting of thousands to a hundred 
thousands atoms. The device simulator OMEN and the electronic structure code 
CP2K have been united to perform ab initio quantum transport calculations on the 
level of density functional theory. To take full advantage of modern hybrid supercom-
puter architectures, new algorithms have been developed and implemented. They 
allow for the simultaneous computation of open boundary conditions in parallel on 
the available CPUs and the solution of the Schrödinger equation in a scalable way on 
the GPUs. The main concepts behind the algorithms will be presented and results for 
realistic nanostructures will be shown.

Co-Author(s): Mauro Calderara (ETH Zurich, Switzerland); Mohammad Hossein Bani-Hashemian 
(ETH Zurich, Switzerland); Joost VandeVondele (ETH Zurich, Switzerland); Mathieu Luisier (ETH Zurich, 
Switzerland)
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Friday, 
June 10, 2016

09:45 – 10:00 
Garden 1BC

Diffusion Mechanisms in Li0.5CoO2: A Computational 
Study
Teutë Bunjaku (ETH Zurich, Switzerland)

The diffusion coefficient of Li-ions is one of the key parameters in the design of high perfor-
mance Li-ion batteries (LIBs) and defines a strict upper bound for how fast Li-ions can be in-
serted or extracted from the electrodes. In this talk, through accurate atomistic simulations, we 
will study the order effects occurring in half filled layers of LiCoO2 and propose an explanation 
for the experimentally observed dip in the Li diffusivity at this concentration. Surprisingly, it is 
found that the lowest energy phase of Li0.5CoO2 is a zig-zag pattern rather than the currently 
assumed linear arrangement and the diffusion in this phase is highly anisotropic, thus explaining 
the observed dip in the diffusivity. The atomic interactions are modeled at the density-functional 
theory level of accuracy and energy barriers for Li-ion diffusion are determined from searches 
for first order saddle points on the resulting potential energy surface.

Friday, 
June 10, 2016

09:30 – 09:45 
Garden 1BC

Parallel Eigensolvers for Plane-Wave Density Functional 
Theory
Antoine Levitt (INRIA, France)

Density functional theory (DFT) approximates the Schrödinger equation by modelling electronic 
correlation as a function of density. Its relatively modest O(N^3) scaling makes it the standard 
method in electronic structure computation for condensed phases containing up to thousands 
of atoms. Computationally, its bottleneck is the partial diagonalisation of a Hamiltonian operator, 
which is usually not formed explicitly. Using the example of the Abinit code, I will discuss the 
challenges involved in scaling plane-wave DFT computations to petascale supercomputers, and 
show how the implementation of a new method based on Chebyshev filtering results in good 
parallel behaviour up to tens of thousands of processors. I will also discuss some open problems 
in the numerical analysis of eigensolvers and extrapolation methods used to accelerate the 
convergence of fixed point iterations.
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Friday, 
June 10, 2016

10:15 – 10:30
Garden 1BC

Thermomechanical Modeling of Impacting Particles on a 
Metallic Surface for the Erosion Prediction in Hydraulic 
Turbines
Sebastian Leguizamon (EPFL, Switzerland)

Erosion damage in hydraulic turbines is a common problem caused by the high-velocity impact 
of small particles entrained in the fluid. Numerical simulations can be useful to investigate the 
effect of each governing parameter in this complex phenomenon. The Finite Volume Particle 
Method is used to simulate the three-dimensional impact of dozens of rigid spherical particles 
on a metallic surface. The very fine discretization and the overall number of time steps needed 
to achieve the steady state erosion rate render the problem very expensive, implying the need 
for high performance computing. In this talk, a comparison of constitutive models is presented, 
with the aim of assessing the complexity of the thermomechanical modelling required to ac-
curately simulate the impact and subsequent erosion of metals. The importance of strain rate, 
triaxiality, friction model and thermal effects is discussed.

Co-Author(s): Ebrahim Jahanbakhsh (Università della Svizzera italiana, Switzerland); Audrey Maertens 
(EPFL, Switzerland); Christian Vessaz (EPFL, Switzerland); François Avellan (EPFL, Switzerland)

Friday, 
June 10, 2016

10:00 – 10:15 
Garden 1BC

DFT Study of Realistic Zigzag Graphene Nanoribbons
Prashant Shinde (Empa, Switzerland)

Graphene nanoribbons with zigzag edges (ZGNRs) show a great potential for use in spintronics 
devices [Geim et al., 2007]. We report a synthesis of atomically precise ZGNRs through a bot-
tom-up approach on Au(111) surface [Pascal et al., 2016]. Scanning tunneling spectroscopy 
measurements reveal the existence of edge-localized-states in pristine and phenyl-functional-
ized ZGNRs. Using density functional theory calculations we show that such functionalization 
preserves the electronic properties of pristine ZGNR with a reduction in the energy gap which 
renders edge magnetism unstable to environmental influences. Furthermore, broken transla-
tional symmetry along the zigzag edge splits the two edge states into four. Magnetic instability 
is evident while modelling ZGNRs adsorbed on Au(111). A change in the van der Waals param-
eterization leads to decrease in the net magnetization and frontier states inversion at the Fermi 
level. Our findings show that an appropriate precursor molecule provides a route to engineering 
the electronic structure of ZGNRs.
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Friday, 
June 10, 2016

10:45 – 11:00
Garden 1BC

Local Density Fitting within a Gaussian and Plane Waves 
Approach: Accelerating Simulations Based on Density 
Functional Theory
Dorothea Golze (University of Zurich, Switzerland)

A local resolution-of-identity (LRI) is introduced for Kohn-Sham (KS) density functional theory 
calculations using a mixed Gaussian and plane waves (GPW) approach within the CP2K pro-
gram package. The locality of the density fitting ensures that the linear scaling of the GPW 
approach is retained, while the prefactor for calculating the KS matrix is drastically reduced. In 
LRIGPW, the atomic pair densities are approximated by an expansion in one-center fit functions. 
Thereby, the computational demands for the grid-based operations become negligible, while 
they are dominant for GPW. The LRI approach is assessed for a wide range of molecular and 
periodic systems yielding highly accurate results for reaction energies as well as intra- and 
intermolecular structure parameters. Employing LRI, the SCF step is sped up by a factor of 2-25 
depending on the symmetry of the simulation cell, the grid cutoff and the system size.

Friday, 
June 10, 2016

10:30 – 10:45
Garden 1BC

Understanding the Magnetic and Conductive Properties 
of Hybrid Materials by High-Throughput Screening
Davide Tiana (EPFL, Switzerland)

The demand of more energy combined with the requirement of reducing greenhouse emissions 
has made the developing of new electronic devices challenging. Improvements in the efficiency 
of applications like solar-cells, light emitting devices or semi-conductors are then required. In 
this context the possibility of tuning their electronic properties make Metal Organic Frameworks 
(MOFs), which are crystalline materials that combine inorganic metals with organic ligands, 
interesting candidates for the next generations of electronic-devices. At present the main lim-
itation in electro-active MOFs is that the valence and conduction bands are localised either 
on the inorganic or on the organic part restricting their potential usage for magnetism and/or 
conductivity in which electron mobility is required. In this work I will show how through a combi-
natorial analysis the delocalisation between the organic and inorganic part has been rationalised 
allowing the design of hybrid materials with high magnetic and conductive properties.
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PASC Network Discussion Climate & Weather

Friday, 
June 10, 2016

15:00 – 18:00
Garden 3A

Chair: 
Christoph Schär 
(ETH Zurich, 
Switzerland)

PND01

Climate & Weather
SNF Sinergia-Project “Convection-resolving climate 
modeling on future supercomputing platforms (crCLIM)”

This session will serve as the 1st annual meeting of the crCLIM (Convection-resolving climate 
modeling on future supercomputing platforms) project (http://www.c2sm.ethz.ch/research/ 
crCLIM.html). In the first part of the session we will present and discuss the current status and 
first results from each subproject, while the second part will have a focus on discussion of future 
steps and needs of the project.

Welcome & Introduction
Christoph Schär (ETH Zurich, Switzerland) and Thomas Schulthess 
(ETH Zurich / CSCS, Switzerland)

Continental-scale convection-resolving climate simulations
Nikolina Ban (ETH Zurich, Switzerland), David Leutwyler (ETH Zurich,
Switzerland) and Christoph Schär (ETH Zurich, Switzerland)

Eulerian and Lagrangian online analysis of synoptic features and 
water transport
Nicolas Piaget (ETH Zurich, Switzerland), Stefan Rüdisühli
(ETH Zurich, Switzerland), Michael Sprenger (ETH Zurich, Switzerland)
and Heini Wernli (ETH Zurich, Switzerland)

Adapting weather and climate models for hybrid many-core computing 
architectures
Andrea Arteaga (ETH Zurich / CSCS, Switzerland), Christophe Charpilloz 
(University of Geneva, Switzerland), Oliver Fuhrer (MeteoSwiss, Switzerland) 
and Philippe Steiner (MeteoSwiss, Switzerland)

Virtualized climate simulations: An online analysis platform for high- 
resolution climate models
Salvatore Di Girolamo (ETH Zurich, Switzerland) and Torsten Hoefler
(ETH Zurich, Switzerland)

Coffee break

Discussion

Wrap-up and Goodbye

15:00 – 15:10

15:10 – 15:30 

15:30 – 15:50 

15:50 – 16:10 

16:10 – 16:30 

16:30 – 16:50 

16:50 – 17:50

17:50 – 18:00
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PASC Network Discussion Materials

Friday, 
June 10, 2016

15:00 – 18:00
Garden 3B

Chair: 
Nicola Varini 
(EPFL, 
Switzerland)

PND02

Materials
This session will present and discuss the work done by the application support specialists 
embedded in the materials community. The main goal is to share the acquired knowledge on 
different aspects of material science code development, in order to support the community on 
the adoption of effective computational solutions. Topics will include portable data formats, 
benchmark strategies to identify and monitor bottlenecks, automated and distributed regression 
testing, domain-specific libraries to address computationally intensive kernels, and data feder-
ation and dissemination.

Portability in Quantum-ESPRESSO: HDF5 implementation and AiiDA benchmark 
platform
Nicola Varini (EPFL, Switzerland)

CP2K within the PASC Materials Network
Andreas Glöss (University of Zurich, Switzerland)

Computationally intensive kernels for plane-wave codes
Anton Kozhevnikov (ETH Zurich / CSCS, Switzerland)

Introduction to the MaterialsCloud, a high-throughput federated platform for com-
putational science
Martin Uhrin (EPFL, Switzerland)

Discussion
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PASC Network Discussion Physics

Friday, 
June 10, 2016

15:00 – 17:30 
Garden 1A,

Chair: 
Claudio Gheller
(ETH Zurich / 
CSCS, 
Switzerland)

PND03

Physics
The Physics network has developed a number of different algorithms for a variety of codes in 
the fields of plasma physics, astrophysics and cosmology, in order to provide effective solutions 
for scientific challenges which require cutting-edge HPC architectures. These solutions have 
been designed with the idea of being extensible and reusable by different codes as library 
components. The session will focus on sharing and discussing the current achievements by 
the various development teams and on the definition of the steps needed to provide a unified 
product (library) available to the whole community.

The PIC-engine, porting on different architectures, toward a general 
charge/mass deposition library
Andreas Jocksch (ETH Zurich / CSCS, Switzerland)

Toward a new implementation of the ORB5 code
Laurent Villard (EPFL, Switzerland)

A new data structure for the RAMSES code based on hash tables
Romain Teyssier (University of Zurich, Switzerland)

An RT library for different simulation codes
Lucio Mayer (ETH Zurich, Switzerland)

Neutrino transport
Matthias Liebendörfer (University of Basel, Switzerland)

MDL: a scalable, portable library for massive parallelism

“Putting (almost) all together”: discussion

15:00 – 15:20

15:20 – 15:40 

15:40 – 16:00 

16:00 – 16:20 

16:20 – 16:40 

16:40 – 17:00 

17:00 – 17:30
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PASC Network Discussion Solid Earth Dynamics

Friday, 
June 10, 2016

15:00 – 18:00
Garden 2A

Chair: 
Andreas Fichtner
(ETH Zurich,
Switzerland)

PND04

Solid Earth Dynamics
This session will serve as an informal discussion round on the current and future HPC needs 
of the Solid Earth Dynamics Network. In the first part of the discussion, we will review the 
current status of the multi-physics simulation code SALVUS currently developed jointly by var-
ious groups in the network. The focus will be on goals for the future development of SALVUS, 
development strategies and the manpower needed to ensure the continuation of SALVUS. In the 
second part, we will discuss the general future HPC requirements of the different groups in the 
network. In addition to clearly defining our needs, this is intended to help find possible synergies.
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Exhibitors
PASC16 also includes information stands from local and global organizations engaged in 
activites related to computational science and HPC. PASC16 participants have the oppor-
tunity to get acquainted with research and services from the following organizations:

- Centre for Advanced Modeling Science (CADMOS) of the University of Geneva, 
 EPFL and the University of Lausanne, Switzerland

- Swiss National Supercomputing Centre (CSCS) of ETH Zurich, Switzerland

- Dell Technology Research Manufacturing, Worldwide

-  Institute of Computational Science (ICS) of the Università della Svizzera italiana,
 Switzerland

- Intel Corporation Computing Innovation, Worldwide

- Materials’ Revolution: Computational Design and Discovery of Novel Materials  
 (MARVEL) a National Centre of Competence in Research based at EPFL, Switzerland

- NVIDIA Co-Design Lab for Hybrid Multicore Computing based at ETH Zurich,
 Switzerland

-  Software for Exascale Computing (SPPEXA) a DFG Priority Research Programme,  
 Germany

- Birkhäuser | Springer Verlag based in Basel, Switzerland and Heidelberg, Germany
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